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Since charge-transfer-to-solve(@TTS) reactions represent the simplest class of solvent-driven
electron transfer reactions, there has been considerable interest in understanding the solvent motions
responsible for electron ejection. The major question that we explore in this paper is what role the
symmetry of the electronic states plays in determining the solvent motions that account for CTTS.
To this end, we have performed a series of one-electron mixed quantum/classical nonadiabatic
molecular dynamics simulations of the CTTS dynamics of sodid€, Manich has its ground-state
electron in ars orbital and solvent-supported CTTS excited stateg-tike symmetry. We compare

our simulations to previous theoretical work on the CTTS dynamics of the aqueous halides, in which
the ground state has the electron ip arbital and the CTTS excited state helke symmetry. We

find that the key motions for Narelaxation involve translations of solvent molecules into the node

of the p-like CTTS excited state. This solvation of the electronic node leads to migration of the
excited CTTS electron, leaving one of thdike lobes pinned to the sodium atom core and the other
extended into the solvent; this nodal migration causes a breakdown of linear response. Most
importantly, for the nonadiabatic transition out of the CTTS excited state and the subsequent return
to equilibrium, we find dramatic differences between the relaxation dynamics of sodide and the
halides that result directly from differences in electronic symmetry. Since the ground state of the
ejected electron is-like, detachment from tha-like CTTS excited state of the halides occurs
directly, but detachment cannot occur from thdike CTTS excited state of Na without a
nonadiabatic transition to remove the node. Thus, unlike the halides, CTTS electron detachment
from sodide occurs only after relaxation to the ground state and is a relatively rare event. In addition,
the fact that the electronic symmetry of sodide is the same as for the hydrated electron enables us
to directly study the effect of a stabilizing atomic core on the properties and solvation dynamics of
solvent-supported electronic states. All the results are compared to experimental work on Na
CTTS dynamics, and a unified picture for the electronic relaxation for solvent-supported excited
states of any symmetry is presented. 2003 American Institute of Physics.
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I. INTRODUCTION these transitions, CTTS systems provide insight into the
manner in which solvent motions control electron transfer.
The effects of solvation on condensed-phase reactions Though the seminal work on CTTS systems began de-
have long been an area of active research. Since condensggljes agd, there has been a recent revival of interest in
phase environments can be very complex, simple SystemSTTS reactions arising from the ability to examine dynamics
with limited reactive pathways are needed to provide deyn sybpicosecond time scales with ultrafast laéetsThe
tailed insight into the role of solvation in condensed-phase,q eous halides have been the subject of most of the atten-
reactivity. Thus, there has been an increasing amount of rgjo, nroviding insight into the motions of arguably the most
search into the simplest class of solution-phase charge tranﬁﬁportant solvent, water. In addition to experiments, concur-

fer reactions, charge-transfer-to-solvef@TTS) systems. rent advances in computational technology have allowed for

CTTS transitions result from additional bound states for AN arge-scale calculations of CTTS dynamics! For example

ionizable electron that are introduced by solvent stabiliza-_. : )
: o . simulations by Sheu and Rossky of photoexcited agueous
tion. Upon photoexcitation from the ground state to a higher_ . . .

iodide have provided a molecular-level picture of the CTTS
energy solvent-supported state, delayed electron detachme

is often observed. Since the solvent is solely responsible foé]ectron detachment procés§. These calculations us.ed a
one-electron model of iodide that allowed for nonadiabatic

transitions between eigenstates. The equilibrium electronic
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within the solvent cavity around the ion. The simulations,electron, which has itself been the focus of numerous
which modeled the two-photon excitation used in experi-experimentdf and theoretical studi¢$-??In most calcula-
ments by Eisenthal and co-workérshowed two mecha- tions, the hydrated electron exists within a solvent cavity and
nisms for electron detachment: a direct detachment pathwayas an electronic structure like that of a particle in a finite
and a delayed CTTS detachment pathfdy. spherical box, with ars-like ground state and thre-like
More recent experiments by Bradforth and co-workersexcited states. In fact, the only difference between the hy-
have explored the dynamics following direct one-photon ex-drated electron and Nais the presence of the attractive
citation into the CTTS band of aqueous iodide, and foundsodium atomic core in the case of NaTherefore, a simu-
rapid formation of detached solvated electréfihe simula- lation study of Na can provide a connection between the
tions of Sheu and Rossl‘éy,8 as well as similar calculations previous theoretical studies of the aqueous halides and the
for aqueous chloride by Staib and Borgispggest that for hydrated electron. In addition to addressing the role of elec-
one-photon excitation, only the direct detachment pathway igronic symmetry in CTTS reactions, a theoretical study of
accessible. Once the electron is in the lowest solventsodide will allow us to examine the effects of the presence of
supported excited state, the simulations found rapican attractive atomic core on the dynamics of both electronic
(<20fs) detachment in every run, followed by recombina-and solvent relaxation.
tion on longer time scales, in good agreement with Bradforth  In this paper, we present the first in a series of theoretical
and co-workers’ one-photon experiments. The simulationstudies to ascertain the similarities and differences between
also predict a unit detachment probability, in agreement witipodide and other CTTS systems, with the ultimate goal of
recent report$ that have challenged earlier measureméhts. providing a direct comparison with the Na
Although the theoretical results for CTTS discussedexperiments®*’ In particular, we examine how the wave
above are in good general agreement with experiment, thelgnction symmetry of sodide controls the response of the
all have relied on one-electron, mixed quantum/classical Molvent to direct one-photon excitation into the CTTS band.
simulations in which multielectron effects such as exchangd© isolate the effect of symmetry on CTTS, our simulations
are not taken into account. Recent calculations by Bradfortfiollow those of the previous work on aqueous 9~° but we
and Jungwirtf® using static quantum chemical methods toalter the electronic structure of the solute. Therefore, we
calculate the electronic structure of aqueous iodide foundi@ave chosen to use water as the solvent, which also allows us
only a single CTTS excited state instead of the six states d© Make detailed comparisons with previous calculations on
mixeds- andd-symmetry observed in the one-electron simu-the hydrated electrot???Although the Na/water system is
lations by Sheu and RossRy? Bradforth and Jungwirth Not experimentally accessible, our choice of water is not as
have argued that the neglect of exchange in the one-electrgfastic as it would seem. The reason that the Mater sys-
simulations artificially lowers the energy of the-like — t€m |s.exper|mentally unstable is due to the strong potential
solvent-supported orbitals. However, since the CTTS detacH?f Sodide to reduce water, but this reaction pathway does not
ment process was found to proceed only though the lowe&Xist in our simulations because the O—H bonds of the simu-
CTTS state in the one-electron simulatiénéjt is not clear ~ lated water cannot break. Thus, not only are we able to make
whether neglect of multielectron effects has an important imdirect comparisons with previous work on the aqueous ha-
pact on the calculated detachment dynamics; simulation dfd€S and hydrated electron, but our calculations provide a
multielectron CTTS dynamics are only now becoming com-limiting case of the CTTS solvation mechanism of sodide in
putationally feasiblé? Yet, the one-electron simulations’ @n @protic solvent that is faster and more polar than THF.

qualitative agreement with experiment suggests that whil&l€nce, this study also will provide a qualitative glimpse into

certainly not ideal, one-electron models can accurately regn® molecular details of the solvent response to CTTS pho-

o = ; 5-17
resent the principal features of CTTS detachment. toexcitation for the Na/THF experiments. ,
In addition to the halides, another CTTS system that has !N the following, we present a set of mixed quantum/

been the focus of recent experimental work is the alkaliclassical nonadiabatic one-electron trajectories that simulate

metal anion sodide, Na5-” Although sodide cannot be one-photon CTTS excitation of a sodide-like solute in liquid
prepared in water and must be studied in aprotic solvent{@er- In Sec. II, we outline our methodology. Then, in Sec.
such as tetrahydrofurafifHF), the CTTS transitiofs) of Ill, we present the equilibrium electronic structure of simu-
Na~ are in the visible and near IR, making the experiment]ated aqueous Naas well as the nonadiabatic trajectories

spectroscopically convenient. The CTTS dynamics of Na rgsulting from excitation to the CTT.S band. In Se_c. .IV, we
are similar in many ways to those of the aqueous halides, bLﬂlscuss the solvent response following CTTS excitation and

there are several important differences, such as a depende gke a detailed comparison to previous S|mulat|qns of both
of the detachment dynamics on the excitation energy in TTS and the hydrated electron. We conclude with general
sodidd® but not in iodide® What could cause such differ- "e€marks concerning CTTS and the nature of electronic relax-

ences? One possibility is that the differences arise from thS‘tIon in liquids in Sec. V.

change in electronic symmetry between the halides and so-

dide: Na has ars-like ground state, in contrast to tipelike ch' COMPUTATIONAL METHODOLOGY

ground state of the halides. Thus, it would not be surprising  Due to the strong coupling between mations of the sol-

to find that the reversed symmetry of Nalays an important vent and the electronic energies of our quantum Nalute,

role when comparing the two systems. our simulations require use of a nonadiabatic methodology;
Na  has the same electronic symmetry as the hydratedve have chosen the mean-field-with-surface-hoppivg/
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SH) algorithm of Prezhdo and Rosskyfor these calcula- electron contribution as a modified Heine—Abarenkov
tions. This method is essentially an amalgam of mean-fielpseudopotentie?

dynamicé* and the Tully fewest-switches surface-hopping Vv -

method’® Although the MF/SH methodology has notbeenas  v/(r)={ "° <o 1)
widely used as the molecular dynamics with electronic tran- Vouter I=To.

sitions (MDET) method of Tully® or the stationary-phase |nside the cutoff radiusr,, the potential is chosen to be
surface-hopping (SPSH method of Websteret al,”**"  onstant, representing a balance of the exchange and electro-
MF/SH has several advantages over MDET and SPSH. Likgtatic interactions® Outsider ,, there is a Coloumbic poten-
other mean-field methods, MF/SH allows not only for thetjg| for a neutral sodium atom with & 11e charged nucleus

existence of a superposition of basis states in regions gfnd 11 electrons described by appropriate Slater orfitals.
strong nonadiabatic coupling, but also includes surface hoprhus,

ping to ensure the correct asymptotic behavior in regions of
low coupling. One consequence of this is that MF/SH seems
to be less sensitive to the choice of basis representation than

other nonadiabatic methodologi€sThis is important for our _ . .
whereg,, is the number of electrons as is the appropriate

simulations since there is no natural diabatic basis set for the . . A
Na~ CTTS reaction. Recent calculations by Wong andparameter for a given Slater orbital. When continuity of the

Rossky have demonstrated the viability of MF/SH for highJ\[&Lalcﬁgtszn:ﬁls'tsoeggotﬁ::(i’uigﬁr?atljsiuosnlgn%néeziezga/{air:eter'
d:m?nsgr'gl’ stronglytctquplefq sylstems:[ st.uch.as t:;e h¥drf_f;lteorder to match the known electron affinity of 0.55 eV for
elec ron.f thur ﬁo(rjnpttj 3 |o:1at|mp emlenl at_lon IS ? V\|/rec 0 '(ﬂ/as—phase sodiufi.To verify the accuracy of this approach,
spring of the nhydrated electron calculations of Wong andy e 5155 derived a one-electron pseudopotential for neutral

Rossky and is described in detail in Ref. 19. Here, we dIS'sodium, fixing the cutoff radius so as to match the ionization

cuss the specmc_s of our |mplementat|on_and comment on thﬁotential. The resulting pseudopotential gives the energy of
method only as it relates to our calculations. the sodium D-line to within 4.1%.

~To simulate the response of sodide to one-photon exci-  Fqr each solvent configuration, the lowest six adiabatic
tation into the CTTS band, we ran 54 nonequilibrium, NONasgjgenstates were determined using an iterative block-
diabatic mixed quantum/classical MF/SH molecular dynam+ anczos technique that is particularly effective for finding
ics trajectories. The quantum degree of freedom was a single |owest-energy bound eigenvectors of complicated
electron immersed in a classical bath consisting of 200 watesotentials?® This technique uses a discrete cubic grid of
molecules and a neutral sodium atom. For each nonequilibyoints and finds the value of the eigenfunctions at each point.
rium run, we simulated one-photon excitation by switchingrFor our calculations, we chose a®1grid with length 18.17
the electron into the appropriate excited state, chosen whel on a side. This grid, which was the same size as the simu-
the ground-to-excited-state energy gap was withih01 eV  |ation box, was sufficiently dense as to provide accurate
of the energy corresponding to the maximum of the first bandvave functions, satisfyindd|)=E|) within at least 10
in the equilibrium distribution of ground-to-excited state en- ueV. We ran several trajectories using & 3fid and found
ergy gaps(see Fig. 2, beloyv The excited-state trajectories no quantitative difference in the dynamics. In addition, use
were run until the electron relaxed to the ground state anadf a larger number of eigenstates did not alter the observed
returned to equilibrium. Following 18 ps of equilibration, dynamics.
initial configurations for the excited-state runs were chosen At each time step, the MF/SH algorithm evaluates
from a 72-ps equilibrium run. Each initial configuration is whether there is sufficient coupling between states to allow a
separated from the previous one by at least 1 ps; thus theonadiabatic transition. The nonadiabatic coupling between
starting configurations for the excited-state runs should beéwo electronic states is given bfy-dij , with
statistically independent. Since our calculations show that ) )
the oscillator strengths for excitation to each of the three dij =(i(r:R)| Ve (riR)), (33
CTTS states are roughly equal, the one-photon excited trawhere the dot product includes a sum over all classical de-
jectories were weighted equally in all nonequilibrium en-grees of freedom. If the electronic states are adiabatic eigen-

k| (an)*

3 2n
Vouel )= —— 2, gne ™™ 2 (1— ool @

semble averages. states them; can be written a8}
In the MF/SH algorithm, the electronic eigenstates are (i VeH| )
computed at every time step. The eigenstates are completely o — PRV (3b)

determined by pseudopotentials representing the interaction |Ei—El

of the electron with both the solvent molecules and the Nayhere the differentiation is with respect to the classical
atom. The electron-water pseudopotential we chose was d@uclear coordinated}. MF/SH uses two parallel trajectories
veloped by Schnitker and Ross#allowing us to make di-  to evaluate the transition probabilities. Furthermore, MF/SH
rect comparisons with previous simulations of both ioflide  also checks to ensure that mean-field consistency criteria are
and the hydrated electrbh?* from the Rossky group. This not violated. These criteria arise from the requirement that
pseudopotential contains three terms representing electrthe classical trajectories resulting from the parallel quan-
static, polarization, and Pauli repulsion contributiéh&ol-  tum paths are not overly divergent, as discussed in detail in
lowing earlier simulations of iodid®;® we modeled the Na- Ref. 23.
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Once the eigenstates for an instantangeuater and so-
dium) configuration are determined, the classical particles
are propagated forward in time. The solvent is represented by
the SPC/Flexible model of watétThe classical interactions
between the neutral sodium atom and the solvent are treated
using a Lennard-Jones potential. We determined the Na—O
Lennard-Jones well depthg=1.597 kJ/mol, using the
Lorenz—Berthelot combining rul&employing a Na—Na in-
teraction calculated by Chekmaret al.;*® we also verified
that the dynamics were robust to changes in the Na-O
Lennard-Jones well depth. The Lennard-Jones Na—O diam-
eter was determined as=3.22 A using the combining rules
with the Na—Na distance given in Ref. 34 and O-0O dis-
tances used in the SPC/flexible model.

Energy (eV)

The forces exerted by the quantum wave function on the -8 T+
classical particles are given by the Hellmann—Feynman 0 02 04 06 08 1
theoren®’ These forces, combined with the classical forces Time (ps)

from the bath molecules and the sodium atom, are used to

propagate the classical particles using the velocity-Verlet aIF'Gt-_ L ?E’h”am'cé‘l',bh,'smfy of the ad'(?ga‘f ?'gf”StaTtES for a TYpljclz 1-ps
. . ~ . . . . m portion o0 € equilibrium aqueous soadide trajectory. ere Is a ss

gomhm with a 0.5-fs time step. As m_ the iodide (_:T . fs. ground state, a band of 3like solvent-stabilized CTTS excited states, and

6—?3) and hydrated electron Ca_JCUlat'.oﬁ)Sa” clgssmal 'nter' _a set of continuum statesf which the lowest two are shown

actions were calculated using minimum-image periodic

boundary conditions. The simulation box size was chosen so

that the density was 0.997 g/éniThese constaritl, V, and ) . .
E trajectories had temperatures of 31BK. the dynamics. Since both model calculations and

Before discussing the dynamics observed in the Simuh@xperiment? show that there exist.s qnly one bound state in
tions, we wish to make one final comment on our choice tg#aS-Phase sodide witr0.55-eV binding energy, the elec-

use a one-electron method. One potential objection to the udEPNIC structure in Fig. 1 illustrates the pivotal role of the
of one-electron mixed quantum/classical simulations insolvent in providing additional stabilization for the electronic
studying CTTS and solvated electron dynamics is the lack ofvave functions. Th|s_ manifold of solvent-_supported states is
quantum mechanical treatment of the solvent. This objectiofMilar to that seen in other CTTS systéimisas well as the

9-22 I :
has been used to question the cavity model of the hydraterlé.'iydratGOI electro”*? The equilibrium density of states
electron, with a few researchers proposing that electroP©OS Of our model of aqueous sodide is summarized in Fig.

transfer to the frontier orbitals of the solvent is more impor-2' There is an energy spacing of roughly O_'3 ev betweelj the
tant than cavity formation for electron solvatighThough it centers of the consecutiyelike bands. While the peaks in

seems reasonable that there will be some transfer to the sénﬁ_ ?10: are sharp, the#a alr'i a numb?r of crc])nflguratlon? in
vent orbitals that cannot be accounted for in one-electrof/Nich the second and thind-like states lie at the energy o

simulations, the static calculations of the iodide CTTS stated'® maximum of the first DOS peak. This means that excita-
by Bradforth and Jungwirth, in which the first solvent shell ion of the CTTS electron with an energy corresponding to

was treated quantum mechanically, found a minimal amouri€ Peak of the energy gap distribution between the ground
of electron transfer into the solvent frontier M&sThe and first excited states, indicated by the arrow in the figure,

ample agreement between experimérf and one-electron also results in excitations to higher-lying excited states.

simulation§~819-22 provides strong support for the use of
one-electron models and the physical insight that they pro-

vide. wn 1.5
e - 5
S
[72]
Ill. RESULTS w11
A. The equilibrium electronic structure 4_5"
of aqueous Na ~ g 0.5+
To understand the nonadiabatic dynamics, we must first A 0
discuss the equilibrium electronic structure of condensed- & 6 4 2 0 2

phase spdlde. A represeqtauye 1-ps portion of the equilib- Energy (eV)

rium trajectory is shown in Fig. 1. There are four bound

states, ars-like ground state and thragelike excited states FIG. 2. The density of states for the equilibrium electronic structure of

of split degeneracy due to asymmetry in the local solvengdueous sodide. Each peak represents the distribution of adiabatic energies

environment. Above these is a continuum of unbound state§°' the ground state, the t_hree bound excited states, _and a s_|ng|e continuum
. . state. The arrow connecting the ground state and first excited state peaks

we calculated only two of these continuum states in OUfgrresponds to the energy gap used to select the initial configurations for the

simulations because they did not play an important role imonequilibrium trajectories.

Downloaded 10 Nov 2003 to 128.97.34.137. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



J. Chem. Phys., Vol. 119, No. 21, 1 December 2003 Charge transfer to solvent 11267

B o1- =
= L
= 0.8 &
£ !
E 0.6 [z
T 0.4 =
W‘E 0.2 - E
0 : : : : : 2

0 3 =

1 2
Time (ps)

FIG. 3. Excited-state survival probability for CTTS-excited aqueous sodide
as a function of time for the 54 nonadiabatic trajectories.

e B
Figures 1 and 2 also make clear that general electronic L : o
structure of Na is very similar to that of the hydrated elec- B2 -M’“‘/J\'\J\
tron. This is as expected, since both™Nand the hydrated -
electron have the sam@olvent-perturbedsymmetry, with o T . T
an s-like ground state and 3 solvent-supporgedike states. 2.6 2 Tim quf'” 29
me | s

However, the bound states of sodide are lower in energy than
those of the hydrated electron due to the atiractive nafure cfoIG. 5. Information for a typical trajectory for the delayed nondetachment

the Na core p_OtentiE{EQ- (2)]-_The Valu_e of the Na ground pathway. This type of trajectory, which occurred 30% of the time, differs
state energy is consistent with what is known about the hyfrom those represented by Fig. 4 in that there is a lag timeg fs) after the
drated electron. The ground state energy of the hydratetiansition to the ground state before the energy levels relax to their equilib-

electron is~ —2.5 eV,ZO which separates into a potential en- fium va]ues. Panel®\)—(D) provide the same mformayon for this trajectqry
as in Fig. 4. In order to clearly demostrate the lag time after the transition,

we only show the time window from 2.6 to 2.9 ps. The qualitative features
before the ground state transition, such as the gradual closing of the ground-
to-excited-state energy gap, are the same as in Fig. 4.

ergy of~—6 eV and a kinetic energy of 3.5 eV, while the
sodium core contributes — 4 eV of potential energy. Since
the solvent structure around sodide is similar to the solvent
structure around the hydrated electron, the ground state en-
ergy of aqueous sodide is— 6.5 eV. The core potential also
serves to increase the ground-to-excited state energy gap of
Na~ relative to the solvated electron because the ground
state of Na has more(radia) overlap with the attractive

, 0.6 1 core potential than do thp-like excited states. Consistent

Energy (V)

4

Distance (A)

~
with other CTTS (Refs. 6—9 and hydrated electrdf??
simulations, the fluctuations of the quantum energy levels are
g large, illustrating the sensitivity of the quantum subsystem to
:f motions of the solvent.

B. Nonadiabatic trajectories following one-photon
CTTS excitation

We now discuss the features of 54 nonadiabatic trajecto-
ries where, for each run, the ground state was excited to a

FIG. 4. Information for a typical trajectory for the nondetachment pathway;s’t"ite _4:4 ev ab_ove_ the ground Stf_ite energy. We _begln by
this type of trajectory occurred 56% of the tim@) Dynamical history of ~ €xamining the lifetime of the excited electron. Figure 3
the lowest six adiabatic energy levels of sodide for a nonadiabatic trajectorghows the survival probability for the electron to remain in

with CTTS excitation. The gray-shaded line indicates the occupied EIECthe excited state as a function of time. It is clear that the
tronic state. The arrow indicates the time of the nonadiabatic transition from )

the excited state to the ground stat®) The distance between the sodium sodide system has a dramatlcally different distribution of
atom and the center-of-mass of the electron for the ground and first excitelifetimes than the hydrated electron: For the hydrated elec-
states as a function of time. The gray-shaded line indicates the occupiegfon, the average lifetime was 730 fs and the shortest lifetime
state.(C) The overlap paramete, [Eq. (4) with r;=2.8 A] as afunctionof o 35 £20 For sodide, the average excited-state lifetime is
time for the occupied statéD) The ratio of the largest to the smallest N . ' . .
moment of inertia for the charge density of the occupied electronic state a¢210 fs with a median of 1070 fs, and none of the trajectories

a function of time. relax to the ground state before 400 fs. This disparity illus-

Time (ps)
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FIG. 6. Information for a typical trajectory for the short-time detachment FIG. 7. Information for a typical trajectory for the long-time detachment
pathway. In this class of trajectories, which occurred 7% of the time, thepathway. In this class of trajectories, which occurred 7% of the time, the

electron detaches for a short period of time75 fs). PanelgA)—(D) pro- electron detaches for a long period of time 75 fs). This class includes
vide the same information for this trajectory as in Fig. 4. two trajectories where the electron remained detached for a picosecond or
longer. Panel§A)—(D) provide the same information for this trajectory as in

Fig. 4.

trates the importance of the core in controlling the nonadia-
batic coupling between the ground and excited states. In fact,e., the fraction of electron density contained within a given
93% of the Na trajectories remain in the excited state afterdistancer. of the sodium atom. This parameter provides us
500 fs. After this initial plateau, the survival probability de- with a quantitative assessment of the extent of detachment of
cays roughly exponentially as trajectories make the nonadigthe electron from the sodium. We chose the overlap param-
batic transition to the ground state. As we will argue below,eter radius to be.=2.8 A as this provided the clearest dis-
the delayed onset of nonadiabatic relaxation results from théinction between configurations in which the electron was
time it takes the solvent to close the ground-to-excited-statattached or detached; we define detachment as @hetess
energy gap. than 0.02 for 10 fs or longer. Panel D plots the ratio of the
For our nonadiabatic trajectories, we found four qualita-largest to the smallest moment of inertia of the occupied
tively different types of relaxation behavior following exci- eigenstate as a function of time. This ratigay/lnin, found
tation; representative trajectories illustrating each of the beby diagonalizing the moment of inertia tensor of the
haviors are shown in Figs. 4—®\Ve note that in order for the occupied-state electronic density and dividing the largest
classification scheme that follows to be clear, we have plotmoment by the smallest moment at each time step, provides
ted Fig. 5 using an expanded time scale that does not show measure of the general shape of the wave function: the
the early time dynamics. The behavior before the transitioatio will be unity if the wave function is spherical and will
to the ground state of this trajectory, however, is qualitativelygrow larger as it becomes increasingly ellipsoidal.
the same as in Figs. 4, 6, ang Th each figure, panel A plots We will divide our discussion of the nonequilibrium tra-
the lowest six eigenstates as a function of time, with thgectories into two parts: the system response after the initial
occupied state shown as a bold line. All four of these figuresxcitation, and the behavior of the system after the nonadia-
show a brief period of time with the quantum system in thebatic transition from the excited state to the ground state.
electronic ground state, before the ground-to-excited-state
energy gap bec_ame resonant W|th_ the excitation energy, ~rrg dynamics in the excited state
Panel B of the figures shows the distance between the so-
dium atom and the center-of-mass of the electron &Ya) While there are clear qualitative differences in the long-
as a function of time for selected adiabatic eigenstates, whet#me behavior of the representative trajectories shown in

again the data for the occupied state is shown in bold. Pan&iigs. 47, the initial dynamics for all 54 runs are essentially
C shows the behavior of an overlap parameZerwhich we  the same. Excitation results in occupation of one of the three
p-like states. The solvent, now out of equilibrium, moves to

define as
solvate the excited-state electron density; these motions also
szrc|¢(r)|2dr (4) destabilize the two othep-like states in the CTTS band.
0 More dramatically, these same solvent motions result in a
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reduction of the solvent stabilization of the now aspherical 0.3
ground state. The resulting Stokes shift of the energy gap is %
enormous, and is similar to what is seen in excited-state 0.2
simulations of both iodide CTT$Refs. 6—8 and the hy- t_E/;
drated electroR’? The continuum states are barely affected 2z 0.1

by the solvent motions resulting from excitation, as expected
due to their diffuse nature. The large changes that occur in 0 . . .
the electronic structure after excitation further illustrate the

sensitivity of CTTS systems to solvent motions. % 0.2 1

As suggested by the density of statésg. 2), several E
(~24%) of the runs were excited to a state above the first ‘% 0.1
excited state, with the vast majority of these higher excita- B”’
tions going to the second excited state. Each of these higher- 0o+
excited-state trajectories rapidly relaxes to the lowest excited 0 2 4 6
state; this cascade to the lowest-excited eigenstate is best Na-e_,,,, Distance (A)

thought of as a series of diabatic curve crossings, since the _ . . .
. _like states are increasing in eneray relative toFIG. 8. Potential of mean forcé®MF) for the interaction of the excited-
unoccuple_cb ! . 9 gy ~ "~ state electron with the Na core. The top panel shows the PMF assuming that
the occupied state. After relaxation to the lowest excitetthe wave function-sodium relative orientation is constrained to a line in
state, the solvent response continues as before, leaving @paceEq. 5a]; the bottom panel shows the PMF assuming that the elec-
discernable difference between these higher-excited traject(?’—on and sodium atom explore all relative orientati¢hs|. 5b)]. See the
. . . . ext for details. The error bars are one standard deviation.
ries and those directly excited to the lowest excited state.

Panel(B) in Figs. 4—7 shows that soon after excitation,
the electronic center of mass, which corresponds roughly t
the node of thep-like CTTS excited state, moves off of the
parent atom and into the solvent. This leaves one lobe of th
p-like excited-state wave function pinned to the sodium cor

andt_the other ?Xtel?d?d out m_tto (;het stol\:er_lt. tT"Wa' tr;]"' hexcited state is metastable.
gration occurs n af ot our excited-stale trajectories, thoug For a more quantitative measure of the stability of the

not to equal extent, as quantified by the overlap parameter iHodally-migrated excited CTTS electron, we calculated the

panel (C) of Fig_s. 4-17. Up_on gxcitatipn, the amount of potential of mean forcéPMF) between the Na atom and the
charge overlapping the sodium immediately decreases aS&cited electron, shown in Fig. 8. Since the electron is a

result of the increased size of the excited wave function relaquantum mechanical object, we used the Na-electron-center-

tive to the ground state. Then, as the excited-state wave fun‘E)T-mass coordinate to define the distance between the two

tion moves off into the solvent, the overlap parameter deypiacts in the excited state. We then determined the PMF,

creases further due to nodal migration. We believe that thW(r) using the reversible work theorefh* which states
driving force for this migration is interference of the sodium ’ ' ’

Ronadiabatic relaxation rate, as has been suggested for the
hydrated electro”’ The long residence times of the trajecto-

fles in the excited state indicate that once the solvent has
erearranged to accommodate the excited state, the solvated

core with the most stabilizing solvent motions. Previous  9(r)=P(r)=e A", (53
simulations of the hydrated electron found that solvation re- P(r)
sulted from water molecules moving into the node of the  g(r)= —5=e #Wsp), (5b)

excited p-like wave functior?® If the p-like CTTS excited Amr?
state of sodide remained centered on the atom, the solvemthereP(r) is the probability distribution for finding the_,,
could not move into the nodal region because of repulsivaa distancer from the Na atom(calculated by binning the
interactions with the Na atom core. However, if the waveNa-e_,, distancesandg(r) is the radial distribution func-
function migrates, the solvent will be able to move into thetion. To determine the quasiequilibrated excited stte),
node, allowing for better solvation of the excited-state wavenve sampled over all configurations in the excited-state tra-
function. This migration occurs in an energetic competitionjectories that were more than 900 fs after the excitation since
with maintaining wave function overlap with the attractive the average solvent resporsiiscussed further in Sec. IV)C
potential of the Na core. was more than 80% complete after this tifi¢lowever, it is
Figures 4—7 also show that the solvent motions that starot immediately clear what form aj(r) to use for the ex-
bilize the excited state also cause the narrowing of theited state Nee,,, distance. The cavity that is created by the
ground-to-excited-state energy gap. After the gap closur®be extending into the solvent does not explore the entire
(and nodal migrationhas occurred, the ground-state energy4s steradians around the Na atom during the excited-state
fluctuates around a distinct average value in each trajectorifetime. In fact, the Nae,,, orientation remains approxi-
Although the energy gap for each trajectory was differentmately along a line in space. Thus, in Fig. 8 we plot the two
we found no correlation between the magnitude of the gagimiting cases of our Nae,,,, distance probability distribu-
and the system dynamics. Surprisingly, we also observed nioon, where the distribution remains along a liffeg. 8a),
direct correlation between the magnitude of the equilibratedfrom Eq. (5a] and where the excited state has explored the
excited-state energy gap and the excited-state lifetime, imentire configurational surfad€&ig. 8b), from Eq. 8b)]. Fig-
plying that the energy gap alone does not determine there §a) shows that there is a well-defined geometry for the
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FIG. 9. Na atom/solvent site radial distribution functiongy), for the FIG. 10. Electron center-of-mass/solvent site radial distribution functions,

equilibrated groundblack curves and excited stateggray curves The g(r), for the equilibrated groundblack curves and excited stategyray

upper panel shows the Na—O pair distribution, and the lower panel showsurveg. The upper panel shows ttes -O pair distribution, and the lower

the Na—H pair distribution. The excited-state distributions were computethanel shows the™-H pair distribution. The excited-state distributions were

by averaging over nonequilibrium solvent configurations that were morecomputed by averaging over nonequilibrium solvent configurations that

than 450 fs after the excitation. were more than 450 fs after the excitation. The noise at small distances in
the e”-H distribution is the result of poor statistics, since few H atoms
approach this close to the electron’s center of mass.

equilibrated CTTS excited-state wave function, as seen by

the severakT deep minimum in the PMF at a Neg,,, dis- ) S )
tance of~4 A. The PMF minimum is very broad due to the €Xcited-state radial distribution functions results from the use

fact that the electron is a quantum-deformable object, wittPf @ radial average for a nonspherical wave functiohe
its center of mass fluctuating in response to small motions oNa—O and Na—Hy(r)’s in the figures verify that the first
the surrounding solvent molecules. Despite this breadth, thigolvent shell is farther away after excitation, consistent with
minimum shows that the-like CTTS excited state with one @n overall size change. Perhaps most importantly, it is evi-
lobe on the sodium and the other extended out into the sodent from Figs. 9 and 10 that the CTTS excited-state
vent is metastable, even after the Stokes shift is largely consolvation structure is not ideal for the ground-state solvation
plete. Figure &) suggests that while there is still exists a of Na.
barrier to escape, there is no free energy barrier associated
with reattachment. Since our excited state explores some ) ) )
small-angle cone, the “true” PMF should fall somewhere <- Dynamics following the excited-to-ground-state
between those depicted in FiggaBand 8b), leading us to nonadiabatic transition
expect that we have a metastable excited state similar to that Our simulations have shown that even after the excited-
shown in Fig. &), but with a shallower minimum. state solvation dynamics are complete, the electron tends to
Although the overlap parameter and the Blg;, dis- remain in the excited state. But eventually, solvent fluctua-
tance indicate that the solvent causes the electron to extenidns will sufficiently couple the ground and excited states to
into the solvent, presumably allowing water molecules toallow a nonadiabatic transition to the ground state. It is only
move into the node to create a metastable excited state, wadter this transition to the ground state that the behaviors of
have yet to explicitly analyze the solvent motions involved inthe individual trajectories noticeably deviate from each other.
this process. Thus, to better visualize the nonequilibrium solWe observe that the transition to the ground state occurs
vent motions, we show radial distribution functions for thealong two principal pathways: either the electron remains
equilibrium ground and excited states in Figs. 9 and 10bound to the sodium core at all times after the transition, or
where we have plotted both the Na—H/Na—O and thdt detaches from the core for a period of time. With this
e.onr H/€conr O pair distributions, respectively. The equilib- definition, we have classified our trajectories into four differ-
rium solvent structure is as expected for a small anion irent types based on their behavior after nonadiabatic relax-
water: the H atoms point in toward the solute, with the maxi-ation: nondetachment with immediate relaxation, nondetach-
mum of the first-shell Na—Hy(r) at 2.2 A and the peak of ment with delayed relaxation, short-lifetime electron
the first solvent shell for O atoms lying roughly 3.2 A from detachment, and long-lifetime electron detachment.
the Na core. Moreover, the equilibrium pair distributions ref-  a. Nondetachment with immediate relaxatidn: this
erenced to the Na core and to the electron center of mass amgost common pathway, illustrated in Fig. 4, which occurs in
nearly identical, as expected for an electron with its sphericaiore than half(56%) of the trajectories, there is a rapid
ground state centered on the sodium atom. Upon excitatiorelaxation back to the equilibrium ground state immediately
and solvent relaxation, Figs. 9 and 10 indicate that wateafter the nonadiabatic transition. The plotlgf, /I nin in Fig.
molecules move into in the node, in agreement with our ar4(D) shows that the wave function rapidly becomes spherical
guments above. The lack of structure in the electron-basedfter the transition to the ground state. The wave function in
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these trajectories never detaches, as verified by the overldpries that met our criteria fdong-lifetime detachmer{Fig.
parameter in Fig. @), and immediately snaps back onto the 7), classified as any trajectory in which the detachment per-
sodium core upon nonadiabatic relaxation. sisted for longer than 75 fs. The long-lifetime category in-
b. Nondetachment with delayed relaxatiohhis second  cluded two trajectories in which detachment lasted for a pi-
type of nondetachment behavior, illustrated in Fig. 5, occurggsecond or longer. Thus, while our taxonomy of the fully
30% of the time. Here, instead of an immediate relaxation,y,, e separated runs might be altered by the choice of time

after the transition to the ground state, there is a lag time OI)f separation, it is clear that there are two distinct time scales

~25 ff;,’ roughly equwa.lent to .Fhe.' inertial response Offor the duration of electron detachment. These two different
water,” before the spherical equilibrium ground state is re-

formed. During this lag time, the ground and excited-statdiMe scales are in !ine with ideas from the experimentzgl work
energies remain close, and they rapidly separate to their eqif? CTTS concerning solvent-separated contact paits:
librium values only after a time delay. This lag time is cor- 10 _corroborate our picture of detachment, we have
related with the instantaneous motion of the &g, dis- plotted* in Fig. 11 the electronic charge density at different
tance of the(unoccupied ground state at the instant of the times after excitation for the short-time detachment trajec-
transition: in this class of runs, the ground-stefg,, [Fig.  tory shown in Fig. 6. For each snapshot, the sodium core,
5(B)] happens to be fluctuating away from the sodium coreshown in yellow, has the diameter of the L-J Nas@aram-

at the time of the transition. In the nondetachment with im-eter used in the calculations. Two different electron density
mediate relaxation trajectory described previously, thecontours are shown: the more opaque white is the contour at
ground-statee,,,, was moving toward the corFig. 4B)]. 5094 of the maximum charge density, which is surrounded by
Although this distinction may seem trivial, we will argue the semitransparent 10% contour shown in blue. The first
below that the relative motion between the Na core and th%napshot, labeled 0 fs, is the equilbrium configuration that

€com Of thg unoccupied ground state |mm.eQ|ater pr.e.cequnarks the beginning of the trajectory. Upon excitation, which
the transition forms a necessdbut not sufficient condition . ) .
in this run occurs at 10 fs, the wave function becomes

for electron detachment. ) - . .
¢. Electron detachment trajectorieghe next two types p-shaped; the wave function’s shape is essentially unchanged

of trajectories, illustrated in Figs. 6 and 7, show full detach-at 20 fs. During the next several hundred femtoseconds nodal

ment of the electron from the sodium core after the nonadiaMigration occurs, resulting in one of the lobes gradually ex-
batic transition to the ground state. In all of the detachmentending into the solvent. By 750 fs the nodal migration is
trajectories, thes_, of the unoccupied ground state is mov- essentially complete, and there exists a metastable excited
ing away from the sodium core at the time of the transition.state until 1430 fs. These snapshots demonstrate that there is
Unlike the previous nondetachment cases, however, morgtill significant electron density on the sodium after the sol-
than 98% of the charge density is at least 2.8 A away fromvent has stabilized the excited state. For this trajectory, the
the sodium after the transitiofFigs. 6C) and 1C)]. The  transition to the ground state occurs at 1435 fs, which can be
Imax/Imin [Figs. @D) and 1D)] shows that the electron is seen in the loss of the node. By 1440 fs, the solvent motions
essentially spherical while it is detached. Thus, based on thig,ye caused detachment, pulling the electron off the sodium.
and the similarity of the energetics to those of the hydratedy,, 4 30 f later, at 1465 fs, the solvated electron reaches a

electron, we can reasopably_ assign this Species as a detacqgﬂdril toward the sodium core and its attractive potential.
hydrated electron localized in contact with the sodium core:

a contact pair. In fact, the existence of such contact pairsAfter finding the core, the electron rapidly moves back onto

defined as an electron that is separated by at most one séhe sodium, _*’?‘”‘?' the newly-formed sodide then quickly re-
vent molecule from the atom, has been inferred from subpil@x€s to equilibrium.

cosecond spectroscopic experiments on both iGdited To summarize our nonadiabatic simulations, we have
sodide'®!® For each detachment trajectory, some time afteseen that the NaCTTS excited state is essentiaflyshaped.
detachment, a “tendril” of charge density, created throughDuring excited-state solvation, the node of the wave function
solvent fluctuations, finds the sodium core with its additionalmoves off the core to allow solvent to move into the nodal
stabilizing potential, promoting rapid reattachment of theregion. The solvent-stabilized excited state is metastable,
electron. This tendril formation is most easily visualized inwith electron density both on the core and protruding into an
the behavior ofl ya/Imin in Figs. @D) and D). After the  agdjacent cavity in the solvent. The presence of solvent in the
transition to the ground state, the detached electron is esSefgqe causes the unoccupied ground state to increase in en-
tially sphe_rlcgl, bUt at some point there is a large sp_lke_ !nergy, thus serving to close the ground-to-excited-state gap.
! max/Imin, indicating that the electron has become signifi-r i’ oy oo shift is large enough to allow sufficient coupling

cantly aspherical. This tendril formation is followed by a . . -
y_aspner ! : on | W y gor a nonadiabatic transition to the ground staté Eq.

rapid shift of the electron density onto the sodium. Once thi . 0
occurs, the system quickly returns to equilibrium. 3(b)]. Electron detachment occurs in onlyl4% of the tra-

We can further classify the detachment trajectories intd€ctories, and detachment depends on the solvent motions at
two different categories distinguished by the duration of thethe instant of the transition. But most importantly, we find
detachment. In the case sifiort-lifetime detachmeriFig. 6), that internal conversion is the most probable relaxation
the separation time is approximately 25 fs, a behavior seen imechanism and that electron detachment is not necessary for
four (7%) of the runs. We also found four additional trajec- relaxation to the ground state.
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FIG. 11. (Color) Time evolution of the
electron density of CTTS-excited so-
dide for the short-time detachment tra-

jectory detailed in Fig. 6. The neutral
200 fs 400 fS 750 f5 sodium atom is shown as a 3.2 A diam

yellow sphere. The wave function in

each snapshot is the electronic density
1250 fs 1410 fs

of the occupied state at the labeled

time step: the more opaque white de-
notes the 50% charge density contour
and the light blue indicates the 10%
contour. Although (for presentation
purposes some snapshots have been
rotated a small amount, the overall ori-
entation of the lobes is accurately rep-
resentedi.e., lying horizontally in the
figure). The time of excitation for this
run was 10 fs; therefore, for example,
the 1440-fs snapshot shows the system
1430 fs after excitation.

1440 fs 1450 fs
1465 fs 1470 fs 1475 s
IV. DISCUSSION tude of the coupling and the size of the gap. From these
A. The relationship between the solvation ener a considerations, we can see why there is a much smaller shelf
and survival prob:fbility 9y 9ap in the hydrated electron survival probabilythe hydrated

] ] ) ) electron’s initial energy gap is much smaller than that of Na
We can use the behavior of the trajectories to explain thgecause the hydrated electron does not interact with an at-
shape of the survival probability curve shown in Fig. 3. Theyactive sodium core. Though survival probability curves
shelf in the survival probability curve at early times resultS\yere not shown in any of the previous simulation work on
from the inability of the solvent to nonadiabatically couple cTTS5-%\e expect the basic shape of the survival probabil-

state energy gap is large. This is because the nonadiabatiginstantial Stokes shift.

coupling vector{Eg. 3b)] includes two terms, one relating

how nuclear motions mix eigenstates together, and another . ) )

that is inversely proportional to the magnitude of the gap.fBo'r%c_’lf‘_%t'ggfazﬂgnga?mhmg ratios

Initially, the gap is enormous;- 4.4 eV, leaving little possi-

bility of making a nonadiabatic transition regardless of ad-  One of the most important questions arising from the
vantageous nuclear coupling. However, as the solvent rerarious behaviors after the nonadiabatic transition is what
sponds to the excited state and the gap closes, the enerdgtermines the final behavior of the system. Do the early
denominator no longer dominates and the probability tatime dynamics after excitation affect whether the electron
make a transition becomes an interplay between the magnieattaches or not? Our results suggest that the state to which
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the system was initially excited plays essentially no role; in 1

addition, neither the time required nor the extent of the nodal 2 0.8- — (1)

migration appears to determine the detachment behavior. g : — ()

Furthermore, we see no correlation between the excited-state 2. 1.6 —

lifetime and the occurrence of electron detachment. This is e 0.4

consistent with the metastability of the solvated CTTS ex- =

cited state: memory of the initially prepared Franck—Condon o 0.2 P

CTTS state is largely forgotten. S 9 B V_W
The single characteristic that appears to correlate most T

strongly to detachment behavior is whether &g, of the s o TR e

unoccupied ground state is fluctuating towards or away from U 0.3 1 1.5 2

Time (ps)

the sodium core immediately before the transition. Ifepg,
of the unoccum?d gr_ound Sta_‘te is approaching the Na Cprﬁe. 12. The equilibrium response functioB(t), [Eq. (7), black curvé
when the nonadiabatic transition occurs, then the system iMyng the nonequilibrium response functics(t), [Eq. (6), gray curvé for
mediately begins to relax to equilibrium after the transition,CTTS excitation of aqueous sodide.

producing solvated sodide. However, if thg,,, of the unoc-

cupied ground state is fluctuating away from the Na core at o S

the instant of transition, then there is a time ladhich may solvated electron state is higher, then there is significant
or may not result in detachménbefore the relaxation to probability that the electron will detach from the sodium.
equilibrium occurs. For our set of trajectories, #86% of

the runs the electron never detaches; even for trajectories 0. CTTS solvation dynamics and breakdown

which the Nae_,,, distance was increasing at the time of the of linear response

" ) 0 o )
transition, there still was only & 46% probability of detach In Sec. 1l B, we discussed the solvent motions that oc-

ment. Thus, we have found that a necesgait not suffi- o :
ient condition for detachment is that the distance betw sur after excitation and concluded that the wave function
cieny co on for detachment 1S that the distance betwee undergoes nodal migration, allowing water molecules to en-
the sodium atom and the_,, for the unoccupied ground

tate is i . t the ti fi ition. Si th it %er the nodal region to provide additional solvent stabiliza-

state IS mcrea?mliq a 'T'blmte((j)bratrr]]SI It(')n. mced. ebe?.u €on. In this section, we compare these motions to those
state Is essentially equitibrated by he ime nonadiabaliC e asant ot equilibrium. To do this, we examine solvent re-
laxation becomes possible, we expect that the direction 05

he Nae—_ di p ) hould b q _“sponse functions that show the dynamics of solvent rear-
the a€com |stanc§ uctuations should be random, Cor|SIS'rangement due to the perturbation of CTTS excitation. The
tent with the statistics presented above.

nonequilibrium solvent response functids(t), is given by,
How can we interpret this physically? At the time of the g P () g y

transition back to the ground state, the excited stafelike U(t)—U()
in shape, with one of the lobes pinned to the sodium core and S(t)= ———, (6)
the other extended out into the water. As the solvent fluctu- U(0)—U(e)

ates, the excited state responds by shifting electron densityhere U(t) refers to the difference between the occupied
farther out into the solvent or onto the sodium core, thusenergy level and the ground state energy level at tinveith
shifting the electron center of mass. The nonadiabatic transthe overbar indicating an average over all nonequilibrium
tion to the ground state occurs at some point during thesgajectories S(t) is normalized so that the response function
fluctuations. This leaves the nodeless ground state with thetarts at one and decays to zero. The nonequilibrium solvent
possibility of localizing either onto the Na core or into the response function for our CTTS-excited sodide simulations
cavity out in the solvent. The ability of the electron to detachjs shown as the gray curve in Fig. 12. The increased noise at
is evident in the similarity of the ground state energy at thelonger times is due to the fact that trajectories that make the
time of the transition to that of the hydrated electronngonadiabatic transition to the ground state are removed from

19-21 H H -
(~—2.7eV). Thus, depending on how the solvent is he nonequilibrium ensemble. We determidé=) by aver-
fluctuating at the time of the transition, it is possible for theaging the excited-to-ground-state energy gap after the sol-
electron to temporarily localize into the solvent. However,, ant response is largely complete, in this case, over all

the extra stabilization from the attractive potential of the Nag,cited-state configurations more than 2 ps after excitation.
core ensures that the lowest-energy ground state eventually - a¢ equilibrium, the electronic structure of the sodide sol-

will be centered on the sodium. Indeed, the electron ultive is ais0 determined by the solvent. This leads to the ques-

mately recombines to produce sodide in 100% of our trajection a5 to whether the solvent motions responsible for fluc-
tories. A heuristic interpretation is that the unoccupiedyations at equilibrium are the same as those that cause
ground state exists as a linear combination of a sodide-likgonequilibrium relaxation from the excited state: in other

state and a solvated electron state. When the energy of the,4s whether or not the system obeys linear resphse.
unoccupied ground state is near that of the hydrated electrofy, linearity of the system can be tested by determining if

both sodide-like and hydrated electron-like states contribute,q equilibrium solvent response functidd(t),
significantly, and solvent fluctuations dynamically alter the

relative weights of the two states. At the time of the transi- C(t) = (8U(0)8U(t)) o
tion, if the solvent is moving such that the weight of the ((8U(0))?)
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is equivalent ta5(t), where in Eq(7) for C(t), sU(t) isthe any specific excited-state solvent motions, with essentially
deviation of the instantaneous energy gap at tinfiom its  instantaneous initiation of one-photon detachment.
equilibrium average, and the angled brackets denote an equi- However disparate the CTTS detachment process may
librium ensemble average. Figure 12 shows clearly 8fgt  be, the relaxation to the ground state for both Nand I
does not matclC(t), so that CTTS excitation is not in the requires solvent motions to close the energy gap to allow for
linear regime. Thus, there are solvent motions involved irsufficient nonadiabatic coupling to return to the ground state.
the non-equilibrium relaxation that are not present at equilib+or both I and Na, this relaxation of the gap results pri-
rium. marily from destabilization of the unoccupied ground state.
We have previously suggested that such a breakdown dfor sodide, it is the presence of solvent molecules in the
linear response can result from the solvent translational maoaode of the metastablg-like excited state that destabilizes
tions that occur when there is a significant size change of théhe spherical ground state and causes the gap to close. For
solute upon excitatiof? For our sodide system, there is a netiodide, however, the solvation structure for the ground and
size increase between the ground and excited states upomdetached CTTS excited state are not radically different
excitation: the average radius of gyration is 18601 A for  since both are quasispherical. Thus, the excited-state solvent
the ground state and 3.6%.53 A for the excited state. relaxation of iodide does not sufficiently destabilize the
However, in our previous work, we found a faster decay ofground state to allow for strong nonadiabatic coupling be-
C(t) relative toS(t) for solute size increasésthe opposite tween the ground and excited states. However, if the excited
of what is observed in Fig. 12. In Ref. 45, we modeled theelectron detaches from the iodine core, then the solvent can
solute electronic states classically using spherical Lennardespond by creating both a solvated iodine atom and a sol-
Jones potentials, so that the closest solvent molecules undefated electron. The iodide simulations show that electron
went a uniform radial expansion for larger excited states. Fodetachment incurs no significant energy penéls., the en-
the sodide trajectories considered here, once the repulsion efgy of the occupied excited state does not really chelnge
the ground-state wave function is removed, the first-shell soldoes have a dramatic effect on the unoccupied ground state
vent molecules close to the excited-state node experienceemergy(cf. Fig. 2, Ref. §. Thus, for the case of CTTS with
net inward translation due to the pressure exerted by ththe symmetry of iodide, detachment risquired for relax-
second solvent shell. Thus, even though the excited CTT&tion.
wave function has a larger radius of gyration than the ground In contrast, for the case of CTTS with the symmetry of
state wave function, the important solvent motions that acsodide, the shape of the wave function allows the electron to
commodate the excited state are those responding to the loaamain attached in the excited state while providing a mecha-
decrease in size near the excited-state node. This agrees weitm for solvation to sufficiently narrow the gap. The above
with the results of our classical simulations, where we foundarguments lead us to the conclusion that CTTS detachment
that when inward solvent translational motions are requiredin the Na system is simply a statistical event, because there
linear response fails because the solvent never explores thesgist two solvent cavities with similar energies at the time of
inner regions at equilibrium, leading to &(t) with a slower  the relaxation to the ground state. At the time of the transi-
relaxation tharC(t),* just as observed for aqueous sodidetion, the excited-state wave function can explore either the
in Fig. 12. Thus, the behavior of the solvent response funceavity localized on the atomic core or the cavity separated
tions fits well with the picture we have presented for thefrom that core, allowing the electron to completely detach. In
sodide CTTS process: translational motions of first-shell solthe latter case, as soon as the electron finds the core, with its
vent molecules into the excited-state node drive the relaxextra stabilization, the newly-formed sodide rapidly relaxes
ation of the energy gap, but these nonequilibrium motiongo equilibrium. Interestingly, if one were to blindly look at a
are slower than those at equilibrium since the electron mustolvent configuration for detached iodide, it would have a
move off the sodium core before the solvent molecules casimilar geometry to excited sodide: two holes in the solvent

enter into the node. with a “node” between them.

Thus, while altering the symmetry of the system has an
D. The role of symmetry in the CTTS dynamics important effect on the nature of the electron detachment in
of iodide versus sodide CTTS, the relaxation mechanism—the closing of the ground-

The principal question that we address in this work is theto-excned state gap via exc_ned—state solvatlo.n—appea.r s to
-rpe the same for both the halides and the alkali metal anions.

CTTS svstems. The chandge in symmetrv leads to the manVioreover, t.he Stokes shift is also seen to pe a critical step for
y g y y ge relaxation of the hydrated electrfhwhich has a sym-

differences in the CTTS dynamics of aqueous sodide relativ o — .
metry similar to that of Na but lacks a nearby attractive

to those of iodide. First, while detachment from bccurs . .
solute. The picture presented above ties together the photo-

only from the lowest CTTS excited stdte® detachment - _ . ;
from Na  occurs only after a nonadiabatic transition to the &xcitation dynamics of the halides, sodide, and the hydrated
lectron, despite their outwardly apparent differences.

ground state. Second, while the detachment probability wa$
unity for iodide® we found only a~20% chance of detach- _ . .
ment from sodide. Third, we have seen that the specific soIE' The role of the atomic core in CTTS dynamics
vent fluctuations at the time of the transition are critical in ~ The atomic core serves two principal functions in the
determining the detachment dynamics of sodide, whereas tiéa™ CTTS process: maintaining a cavity in the solvent
adiabatic detachment from iodide does not seem to requirevhich will support the excited CTTS wave functionand
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providing an attractive potential for the electron that altersin which the electron-core potential was strengthéhatithe
the electronic structure relative to that of a solvated electroninstant of excitation. We chose the new electron-core poten-
Since a solvated electron will maintain it own cavity, thetial so as not introduce any additional bound eigenstétes
fundamental issue is the extent to which the potential exertedrevent access to new relaxation channelus, the deepest
by the core alters the electronic relaxation dynamics. To betrew potential we could create lowered the ground state en-
ter elucidate the role of the core in the CTTS dynamics ofergy to approximately-9 eV. As above, changing the core
Na~, we ran 15 nonequilibrium trajectories in which the potential affects the different eigenstates in different ways.
electron-core potentidlEq. (2)] was turned off completely Deepening the potential well of the Na core causes the
and 15 more in which it was strengthened immediately afteground state to be lowered more than the tipdike CTTS
excitation. states, thus increasing the ground-to-first-excited-state en-
ergy gap. With this increased gap, the excited-state solvent
reorganization is not sufficient to bring the ground and occu-
pied excited eigenstates close in energy. Thus, there is a
When the electron-core potential is turned off at the in-much smaller probability for nonadiabatic relaxation, leading
stant of excitation, there is a corresponding instantaneou® accordingly longer lifetime&12.3 ps versus 1.2 ps in Sec.
destabilization of all of the electronic eigenenergies. Since|| B). Since the solvent reorganization energy is not suffi-
the original potential interacted more strongly with eigen-cient to close the gap, we might expect the excited-state elec-
states that had larger overlap with the core, when the corgon to detach, as is the case for. IHowever, for adiabatic
potential is shut off thes-like ground state is destabilized electron detachment to occur, the energy level of the occu-
more than the-like CTTS states, resulting in a narrowing of pied excited state must be equal (tw highey than that of
the gap. In the modified system without the core potentialthe solvated electron, as is the case for With the deep-
the excited-state electron now interacts solely with waterened core potential, the lowest excited Nstate is well be-
and indeed the eigenstates of this altered system are almasty the energy of thédetacheli solvated electron, leaving
identical to those of the hydrated electrdn?Moreover, the  no driving force for detachment.
dynamical behavior of the system when the excited electron-  As also might be expected, these simulations with the
core potential is shut off also closely resembles that of theleepened electron—Na core interaction do not show signifi-
hydrated electron: there is a rapid Stokes shift that results igant migration of the node in the excited state. This result is
a nonadiabatic transition to the ground state on the fewconsistent with our arguments in Sec. Il B, where we sug-
hundred femtosecond time scafe’ Thus, the altered Na  gested that nodal migration results from a competition be-
with no core potential behaves much more like the shortertween the stabilization of the electron by the attractive core
lived hydrated electron than what we observed above fopotential and stabilization of the electron by solvation as
CTTS transitions. solvent molecules move into the nodal region. In the
Unlike the trajectories with the full potential, the elec- deepened-core trajectories, the loss of wave function overlap
tron with the modified potential invariably returns to the cav-with the core that would occur during nodal migration is
ity containing the atomic core on transition to the groundgreater than the lowering of the energy resulting from ideal
state. Why would the electron prefer to localize in the atomicsolvation of the node; thus, the deepened core acts as a trap-
cavity rather than the cavity made from the extended lobeBing center for the excited-state electron.
One answer could be that because of the decreased energy
gap and correspondingly faster nonadiabatic relaxation, thg. CONCLUSIONS
electron that interacts with the modified potential never has We have performed a series of nonadiabatic mixed
time to fully form two equivalent cavities. Even if there were P . . .
enough time, however, we would still expect the electron toquantum/_classwal_ MD. simulations of the_ CTTS dynamics of
favor the cavity containing the core. This is because uporPhOtoeXC'tEd sodide in water. OF” choice Of. water as the
transition to the ground state, the now nodeless electron i%olvent has allowed us to make direct comparisons with pre-

still subject to solvent fluctuations. However, the cavity that /104S simulations of both the hydrated electron and the

contains the core will be more resistant to fluctuations due t(g:TTS dynamics of the aqueous halides. We find that chang-

solvent-core repulsions; thus, the effect of fluctuations on thd'9 the symmetry of the CTTS electronic states has a strong

electron lobes is not symmetric, causing the part of theemaCt on system behavior, altering the way in which the

ground-state electron that was extended into the solvent to bseolvent promotes electron detachment. For sodide, with its

shoved into the cavity being maintained by the atomic core.s'“ke ground state and f-like CTTS excited states, CTTS

This suggests that the presence of the classical core in %{(citation leads to nodal migration, with one lobe extended

solvent cavity could drive reattachment of the electron sim-oqt mtp the solvent and the other pinned to the Na_ core. This
igration occurs so that solvent molecules, which would

ply due to the fact that the classical core makes one CaVitglherwise be blocked by the sodium core, can stabilize the

more stable. excited state by moving into the nodal region. These solvent
motions into the nodal region also result in a breakdown of
2. Excited-state dynamics with increased interaction linear response. Furthermore, simulations with altered
with the core electron-core potentials show that nodal migration is a com-
In addition to trajectories in which the electron-core po-petitive process between excited-state solvation and reduc-
tential was removed upon excitation, we also ran trajectorietion of the overlap of the electron with the attractive poten-

1. Excited-state dynamics with no interaction
with the core
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tial of the core. Unlike the halides, CTTS excitation of the wave function with the atomic core in THF compared to
sodide in water produces a metastable excited state: detachater. Thus, while we expect the basic picture of three
ment from sodide results only after the nonadiabatic transisolvent-split excited states and nodal migration to hold for
tion to the ground state. Moreover, unlike the unit detach-CTTS dynamics in both water and THF, there are likely to be
ment yield from iodide, excitation of aqueous sodide resultssignificant changes in the dynamics following the nonadia-
in detachment only~20% of the time, dependent on the batic transition in the two solvents. We are presently working
specific solvent motions taking place at the instant of thego repeat these simulations in THF and to examine whether
nonadiabatic transition. the calculated spectroscopic signals match experiment. We
By comparing our simulations to previous work on the also plan to take advantage of a newly-developed algorithm
aqueous halides, we proposed a picture for CTTS relaxatiofor simulating multielectron, nonadiabatic dynaniftgo
in systems with any electronic symmetry. After excitation, acompare one-electron and two-electron CTTS trajectories of
substantial Stokes shift is required to close the large groundsodide, directly illuminating the roles of exchange and cor-
to-excited-state energy gap and provide for sufficient nonarelation in the dynamics of electron transfer.
diabatic coupling to allow the transition back to the ground
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